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Understanding the “Numbers Game”

Abstract
Two well-known stylized facts in the earnings management literature are that the earnings surprise distribution is characterized by a jump at zero, and that meeting this short-term benchmark is associated with a positive market reaction. We link these two facts with a model of the earnings management decision in which the manager trades off the capital market benefits of meeting earnings benchmarks against the costs of manipulation. We develop a new structural methodology to estimate the model and uncover the unobserved cost function. The estimated model parameters yield the percentage of manipulating firms, magnitude of manipulation, noise in manipulation, and sufficient statistics to evaluate proxies for “suspect” firms. Finally, we use SOX as a policy experiment and find that, by increasing costs, it reduced equilibrium earnings management by 36%. This reduction occurred despite an increase in benefits, consistent with the market rationally becoming less skeptical of firms just-meeting benchmarks.
1 Introduction

In this paper, we develop and estimate a structural model to connect two well-known stylized facts from the earnings management literature. The first is that the earnings surprise distribution is characterized by a jump at zero. The extant literature typically interprets this jump as evidence that managers manipulate earnings to meet short-term performance benchmarks (Brown and Caylor [2005]; Dechow et al. [2003]; Degeorge et al. [1999]; Burgstahler and Dichev [1997]; Hayn [1995]). The second fact is that meeting short-term earnings benchmarks is associated with positive abnormal returns (Payne and Thomas [2011]; Zang [2011]; Keung et al. [2010]; Cohen et al. [2010]; Caylor [2010]; Bhojraj et al. [2009]; Roychowdhury [2006]; Graham et al. [2005]; Jensen [2005]; Kasznik and McNichols [2002]). At the discontinuity between meeting and missing the market’s expectations, we find that just-meeting the benchmark is associated with 1.45 percentage points higher cumulative market-adjusted returns.\footnote{Consistent with standard EPS reporting conventions and evidence from CEO surveys (Graham et al. [2005]), we assume that the market assesses EPS discretely at the cent level. Figure A.1 in the Appendix shows corroborating evidence for the assumption that it is discrete jumps in earnings that are associated with higher abnormal returns.} Using this estimate of benefits and the distribution of actual minus forecasted earnings, our structural model recovers a marginal cost of manipulation for the median firm of 1.6% of market value and implies that 2.6% of firms manipulate.\footnote{We study manipulation that is motivated by meeting the market’s expectations, but cannot rule out the presence of manipulation for other purposes. Therefore this estimate of 2.6% should not be interpreted as the unconditional level of manipulation in the economy. Similarly, our estimates do not capture manipulation of earnings that is too small to result in a change in reported EPS.} Conditional on manipulating at all, we find that the average manipulation is 1.21 cents per share.

Our structural approach links manipulation behavior and capital market benefits using a general economic model of the tradeoff of these observable benefits against some unobservable costs of manipulation.\footnote{These costs could come in many forms, such as litigation costs, reputational costs for the manager, the opportunity cost of foregone projects, or even the effort required to devise and execute the necessary transactions.} This economic model incorporates four parameters in the manipulation cost function: the marginal cost of earnings manipulation, the curvature of the manipulation cost function, and two parameters capturing uncertainty in manipulation. This
cost function allows for variation in the cost of a single cent of manipulation, the increase in costs for additional earnings management, the degree to which earnings manipulation is noisy (if it is noisy at all), and how that noise increases with increasing manipulation.

We estimate these parameters using the simulated method of moments in a four step procedure. First, we pick candidate parameters for the cost function. Second, given these candidate parameters, we model optimal manipulation behavior. Third, starting with the empirical earnings surprise distribution, we invert optimal manipulation behavior to obtain a candidate latent distribution of unmanipulated earnings. Fourth, among all candidate parameters and latent distributions, we identify our parameter estimates using the particular candidate latent distribution that is the smoothest curve approximating the empirical earnings surprise distribution.

Our approach produces its inferences about the manager’s earnings management decision using statistical and economic assumptions. For example, our economic model studies a manager’s use of costly manipulation to achieve capital market benefits, but it is agnostic about the manipulation tools used (Bartov et al. [2002]; Edmans et al. [2017]; Matsunaga and Park [2001]). Previous work has suggested that firms artificially meet earnings benchmarks by (i) managing analysts’ expectations (e.g. Cotter et al. [2006]), (ii) manipulating accounting information via accruals (e.g. Burgstahler and Dichev [1997]), revenue recognition (Caylor [2010]) or classification shifting (McVay [2006]), and (iii) altering real operating activities, including investment, R&D, discretionary expenses, or product characteristics (Ertan [2018]; Cohen et al. [2010]; Roychowdhury [2006]). In line with the substitutability of these tools (Zang [2011]), our modeling approach is consistent with managers using a portfolio of manipulation tools, starting with the least costly, which would naturally lead to a convex cost function.

Our methodology is flexible in modeling choices but requires some important assumptions for identification. Most importantly, we need to make assumptions about characteristics of the latent distribution of earnings. Rather than making parametric assumptions, we
evaluate candidate latent distributions according to a criterion function based on similarity to the empirical distribution and smoothness. This modeling approach is consistent with a world where the firm’s technology produces a smooth distribution of earnings, and where the analyst’s utility is smooth in forecast errors in the sense that small changes in forecast errors yield only small (if any) changes in utility. Importantly, though, these conditions do not require that analysts seek to maximize forecast accuracy or even that they care about forecast accuracy at all.

In the earnings management context, our approach can accommodate different models of manipulation because we do not require any specific functional forms for identification. Similarly, one could easily take alternative approaches to assessing candidate latent distributions. For example, parametric restrictions on behavior, such as normality, could also be used to achieve identification using our approach. Such parametric assumptions may be appropriate in settings where researchers have strong priors about the underlying functional forms involved. Outside the earnings management context, our methodology can be applied in settings where only the distribution of equilibrium outcomes and either the benefits or costs are observed. Because our approach can accommodate alternative statistical assumptions and embed context-specific economic models, it is well-suited to other applications.

Our economic model necessarily abstracts from several potentially interesting aspects of reality. Most importantly, we model a static tradeoff that does not explicitly incorporate dynamics. This limitation, combined with the positive market response to firms just meeting the market’s expectations, means that managers only have incentives to manipulate upward. However, our choice to use a static model does not restrict managers from having dynamic considerations. For example, to the extent that managers are forward looking and consider the future costs imposed by present manipulation, they will manipulate less. This behavior will be reflected implicitly in our model as higher manipulation costs. Another simplifying assumption in our baseline model is that the benefit of meeting the market’s expectations is the same for all firms. However, we extend our analysis to allow for variation in the expected
benefit across firms, and even for a firm-level correlation between costs and expected benefits that is consistent with investors imperfectly observing manipulation. We find similar results in both extensions.

To demonstrate potential applications of our methodology, we investigate three empirical questions relevant to our approach. Our first application concerns the significant fraction, 6.1%, of firms that just-miss their earnings benchmarks. Counterfactual simulations of our model suggest a potential explanation for this fact. In the model, it is the estimates of the marginal cost and noise parameters of the cost function that drive this behavior. The marginal cost parameter has straightforward consequences; as the marginal cost of manipulation increases, the optimal strategy of managers shifts toward avoiding manipulation. Increasing the noise parameter changes optimal manipulation in two ways that help explain the puzzling empirical fact. First, the optimal strategy for managers with low costs that expect to significantly miss their benchmark may be to do some manipulation to get closer to the benchmark in the hopes of getting a positive shock large enough that they end up meeting it. A higher noise parameter increases the expected payoff of this strategy and so results in more firms just missing. Second, many firms that aim to just-meet the benchmark and then receive a negative shock will inadvertently end up just-missing the benchmark. Again, increasing the noise parameter makes this more likely. This phenomenon reduces the expected payoff of manipulating to just at or above the benchmark. Thus reducing noise increases the expected payoff of manipulating just above zero earnings surprise.

We also investigate the literature’s workhorse empirical proxies for earnings management. Typically, these depend on the relative number of just-meet firms and the number of just-miss firms (e.g. Bhojraj et al. [2009]). From our structural estimates, we uncover the proportion of firms in each cent bin that are manipulators, providing a more continuous proxy for suspect firms. This distribution of manipulation naturally produces a way to evaluate the commonly-used “suspect” bin empirical proxies for earnings management based on type I and type II errors.
Finally, the Sarbanes-Oxley Act provides an important shift in regulation and attention paid to accounting information. Whether or not this increased attention led to larger costs of earnings management remains unclear (Cohen et al. [2008]; Bartov and Cohen [2009]). We estimate our model in the pre- (1999-2001) and post-SOX (2002-2004) periods, and compare these estimates to uncover the effects of the regulation. We find that while the regression discontinuity estimates of the equity return benefits to just meeting or beating earnings increased between these periods, the marginal costs of manipulation, and particularly the costs of incremental earnings management, increased even more. This cost increase had large effects on the incentives to manage earnings—namely, the fraction of manipulating firms decreased by 36% following SOX.

The rest of the paper proceeds as follows: Section 2 formally discusses the simple economic model used in our methodology. Section 3 outlines our estimation inputs, procedure, and our baseline estimates. Section 4 describes identification using counterfactuals and provides robustness tests. Section 5 shows three applications of the methodology, and Section 6 concludes.

2 The Model

In this section, we develop a simple model of the manager’s earnings manipulation decision. Our objective is to explicitly determine how features of the economic environment, principally related to the benefits of manipulation and the manipulation technology, affect optimal behavior. Importantly, since we take the model to the data in the next section, the model set-up does not impose exactly how earnings management works, but instead allows for possibilities. For example, if the economic environment has a feature like convex costs, then the model informs us about its effects on behavior, but it is up to the data and estimation to determine whether that feature is consistent with reality.

In the model, the manager receives an interim signal about earnings, $e$, with respect to
the market’s expectation—we call this interim or latent earnings surprise. For example, 
\( e = 0 \) means that the firm would just-meet the market’s expectation if the interim number 
were to be reported. After observing \( e \), the manager can choose to manipulate earnings 
or not. We abstract away from principal-agent problems, so that the manager’s choice is 
determined by trading off the benefit of potentially increasing the value of the firm against 
the costs of manipulation. The result of earnings manipulation leads to the following report,

Reported Earnings Surprise = Latent Earnings Surprise + Manipulation + Noise 

\[
R = e + m + \varepsilon
\] 

where \( R \) is reported earnings surprise, or the difference between reported earnings and the 
market’s expectation, \( m \) is the desired manipulation, and \( \varepsilon \) is a noise term, which we discuss 
further below. Because the capital market observes reported earnings, the benefit is \( B(R) \), 
where \( B(\cdot) \) is the return for a particular level of reported earnings relative to the market’s 
expectation.

We assume that the manager takes the benefit function as given. This assumption is 
consistent with the relative lack of evidence in the literature that the existence of a benefit 
to earnings management depends on how those reported earnings were achieved (Bartov 
et al. [2002]; Bhojraj et al. [2009]). We take the perspective that the problem facing the 
market in valuation is assessing the aggregate likelihood of manipulation for each level of 
earnings surprise. It is then an empirical question whether and how much firms benefit 
from just meeting the market’s expectation. Presumably, the market trades off a desire to

---

4For simplicity, we assume that there is no ex ante uncertainty in latent earnings surprise.

5Given that we measure benefits using three-day announcement returns in our empirical analysis, as we 
discuss in Section 3, the objective of the manager is effectively short-term value maximization.

6Since \( B(\cdot) \) is likely to be at least weakly increasing in earnings surprise, the manager will only have 
incentive to manipulate upward in our static model. This is a limitation in our setting, relative to a dynamic 
model in which managers may choose to trade off the present costs of missing the market’s expectation with 
the future benefit of meeting it.
reward fundamental performance against the cost of rewarding manipulated performance, although this approach is consistent with a variety of models of investor behavior, including a naive reward for reported performance or even a reward for the ability and sophistication to manipulate earnings successfully. A key implication of this idea is that any individual firm cannot affect this aggregate tradeoff and so would rationally take the observed benefit as given. For this reason, it is only the equilibrium reward offered by the market that matters in our empirical setting, rather than the particular theoretical model that generates this market equilibrium.

The cost of manipulation is as follows,

\[ c(m) = \beta m^\gamma \]  

(2)

where \( m \) is the desired manipulation, \( \beta \sim U[0, 2\eta] \) is the linear cost of manipulation, and \( \gamma \) is the exponential curvature of the cost of manipulation function.

These costs could be from manipulating accounting information, altering real operating activities, or inducing bias in analyst forecasts. To make estimation feasible, we abstract from the decision of which of these particular tools are used to meet benchmarks and do not try to explicitly model substitution between them. Rather, we take a reduced-form approach consistent with managers using a portfolio of manipulation tools, starting with the least costly, naturally leading to a convex cost function. The main benefit of this simplification is that we do not need to observe the full set of particular earnings management strategies in use. It also means that the costs of all potential strategies are valued on the same scale.

The model is static, in the sense that we do not try to explicitly capture dynamic earnings

\footnote{An implication of this framework is that ex ante uncertainty about benefits would not affect the tradeoff faced by a risk neutral manager. We explore ex post uncertainty in benefits and arbitrarily correlated benefits and costs in Section 4.3.}

\footnote{The simplest interpretation of our model is that managers take the analyst benchmark as given. However, our set-up naturally captures potential manipulation of the benchmark, such as through walkdown (Kross et al. [2011]; Chan et al. [2007]; Burgstahler and Eames [2006]; Cotter et al. [2006]), because the manager’s payoff depends equally on reported earnings and the market’s expectation, which is proxied by the analyst consensus forecast. Thus one can equally well think of \( m \) as indicating an increase in earnings or a decrease in the benchmark, as long as the cost of both options can be described by \( c(\cdot) \).}
management tradeoffs, such as through accrual reversals. However, future costs are implicitly included in our cost function to the extent that managers, in reality, are forward looking and consider the future costs or constraints imposed by present manipulation.

An important feature of our model set-up is that we allow for the possibility that there may be a difference between the strategy of the manager (desired manipulation), and the outcome (reported earnings surprise).\(^9\) We capture this potential uncertainty in manipulation with a noise parameter\(^{10}\) and we also allow for noise to be a function of the level of desired manipulation: \(\varepsilon\) is normally distributed with mean zero and variance \(\mathbb{1}_{m \neq 0} \cdot (1 + \zeta (m - 1)) \psi^2\). The \(\zeta\) parameter captures the possibility that more manipulation leads to more uncertainty in earnings surprise. Further, the indicator function demonstrates that unless the manager decides to manage earnings, \(R = e\); without manipulating, there is no uncertainty.\(^{11}\)

The utility of the manager is thus a function of the state variable \(e\), the choice variable \(m\) and a set of parameters \(\theta = \{\eta, \gamma, \psi^2, \zeta\}\) as follows:

\[
 u(e, m, \theta) = \int_{-\infty}^{\infty} \phi_{m, \theta}(\varepsilon) \mathcal{B}(e + m + \varepsilon) d\varepsilon - \beta m^\gamma \tag{3}
\]

The manager chooses \(m\) such that utility is maximized,

\[
 m^*_e = \arg \max_m u(e, m, \theta) \tag{4}
\]

The model thus characterizes optimal manipulation behavior as a function of interim earnings relative to the market’s expectation, \(e\), the benefit of achieving the benchmark, \(\mathcal{B}(\cdot)\),

\(^{9}\)There are a number of reasons this might be the case. For example, the manager may be uncertain about how successful manipulation will be, due to coordination and organizational frictions, or about what precisely the market or analysts will forecast (Agrawal et al. [2006]), or about the outcome of negotiations with the auditor (Gibbins et al. [2001]).

\(^{10}\)Since we do not differentiate among manipulation tools, the noise parameter should be viewed as capturing the average noise of the (unobservable) portfolio of manipulation tools that are actually employed.

\(^{11}\)Note that this formulation means that the variance of noise if \(m = 1\) is \(\psi^2\) and that \(\zeta\) being different from zero provides a test for the presence of heteroskedasticity.
and the four parameters of the model. Given the manager’s optimal choice, we can calculate the reported earnings as the sum of the interim earnings and the amount of manipulation, adjusted for noise. More importantly, we can also take a given $R$ and back out the implied $e$ as a function of the parameters, and it is just this kind of inversion procedure that we use in the estimation below.

3 Estimation

The goal of our structural model is to rationalize the empirical distribution of earnings with respect to market’s expectation with the benefits of just meeting or beating analyst consensus forecast. The necessary first step is to obtain empirical estimates of these two objects. In this section, we discuss our estimation of model inputs, describe how we estimate the model using the simulated method of moments, and present our baseline results.

3.1 Model inputs

Our structural model uses observed market reactions to earnings announcements and the distribution of earnings surprise as inputs. To measure these inputs, we follow the earnings management literature and use data from two primary sources for the period 1995 to 2014. We define earnings surprise using analyst forecasts as a proxy for market expectations. Following Bhojraj et al. [2009], we use reported and forecasted values of annual EPS from I/B/E/S, and define earnings surprise as the difference in cents between a firm’s actual EPS as reported in I/B/E/S and the consensus forecast.\footnote{Since we obtain actual EPS from I/B/E/S, we follow the literature in using reported earnings net of analyst exclusions. Doyle et al. [2013] show evidence that managers are able to get analysts to exclude expenses as a low-cost method of meeting their benchmarks. While our approach does not allow us to speak directly to this strategy, in Appendix A, we show that our model inputs would be similar, albeit estimated with somewhat more noise, if we instead used various GAAP-based definitions of earnings.} Consistent with the literature, we construct the consensus forecast using the latest forecast preceding the earnings announcement.
for each analyst following the stock during the forecast period. Additionally, we measure EPS surprise in cents, abstracting from potential intracent incentives. This choice is consistent with standard EPS reporting, prior work in the earnings management literature, and with evidence from CEO surveys (Graham et al. [2005]).

We measure the market reaction to earnings announcements using three day cumulative market-adjusted returns (CMAR), which we calculate using daily CRSP data. Again, this is defined in a way that is consistent with recent papers in the earnings management literature. For example, Bhojraj et al. [2009] define the market reaction to earnings announcements as the five day cumulative size-adjusted return. Bartov et al. [2002] calculate several alternative measures of earnings announcement returns, including cumulative beta-adjusted returns and cumulative size-adjusted returns over multiple event windows, and though their primary measures are three day cumulative abnormal returns, they find similar results across all such measures.

We present summary statistics for our model inputs in Table 1. In our sample of 49,604 firm-year observations with EPS surprise in the [-20, 20] range, the average EPS surprise is -0.05 cents, and the interquartile range is -3 cents to 3 cents. 62.43% of our sample observations meet or exceed their analyst benchmark. Likewise, the average market reaction is positive 55 bps, though the interquartile range varies between -2.79% and 3.81%.

13There is some variation in the literature over whether to exclude forecasts that are made close to the earnings announcement. For example, Bhojraj et al. [2009] define earnings surprise as the difference in cents between a firm’s reported EPS and the consensus forecast, but exclude forecasts announced subsequent to the second month of the fourth quarter of each fiscal year. Similarly, Bartov et al. [2002] impose a restriction that forecasts precede the earnings release by at least three days. We show in Figures A.2 and A.3 in Appendix A that restrictions like these are not important for measurement of either of our model inputs.

14Nevertheless, in Appendix A, we also show in Figure A.1 that any intracent incentives are at least one order of magnitude smaller than the incentive to meet the analyst benchmark. Across several measures of unrounded EPS, which we construct using data on net income, S&P core earnings, and shares outstanding used for the calculation of EPS from Compustat, the intracent slope is positive, but statistically and economically indistinguishable from zero.
3.1.1 Benefits

A long literature has studied short-term and long-term stock returns around earnings announcements (Bernard and Thomas [1989]; Bernard and Thomas [1990]; Frazzini and Lamont [2007]; Barber et al. [2013]; Foster et al. [1984]; So and Wang [2014]). A growing component of this literature focuses on the role of short-term performance benchmarks, including analyst earnings-per-share (EPS) forecasts, lagged EPS, and zero earnings, in determining these stock returns (Athanasakou et al. [2011]; Bhojraj et al. [2009]; Bartov et al. [2002]).

Empirically, papers that document the benefits of beating earnings benchmarks typically focus on the well-known difference in earnings announcement returns between firms that just-miss and firms that just-meet their analysts’ consensus EPS forecast. Methodologically, these papers typically compare two subsamples of firms—those that just-miss to firms that just-meet.\textsuperscript{15} We extend this approach using regression discontinuity tools.

We estimate the conditional expectation function of CMAR given earnings surprise using either (i) global polynomial control functions of earnings surprise (Hahn et al. [2001]), or (ii) local polynomial/linear control functions within some bandwidth of the zero earnings surprise cutoff (Lee and Lemieux [2010]). Because semiparametric control functions are flexible and use the full distribution of earnings surprise, this approach is statistically powerful and provides unbiased estimates of the discontinuity in benefits at the zero earnings surprise cutoff (Hahn et al. [2001]; Lee and Lemieux [2010]).

We thus estimate the following:

\begin{equation}
CMAR_{it} = a + B \cdot MBE_{it} + f^k(Surprise_{it}) + g^l(MBE \times Surprise_{it}) + e_{it} \tag{5}
\end{equation}

where $CMAR_{it}$ is the cumulative three day market-adjusted earnings announcement returns for firm $i$ in year $t$, $Surprise_{it}$ is the difference between firm $i$’s realized EPS and its analysts’

\textsuperscript{15}Keung et al. [2010] show that the market is becoming increasingly skeptical of firms in the [0,1) cent bin, with earnings response coefficients in that bin being much lower than those in adjacent bins. Consistent with Bhojraj et al. [2009], skepticism is warranted because earnings surprises in the [0,1) bin are relatively less predictive of future earnings surprises.
consensus EPS forecast in year $t$, $MBE_{it}$ is an indicator that equals one if firm $i$ has a nonnegative earnings surprise in year $t$, $f^k(\cdot)$ and $g^j(\cdot)$ are order-$k$ and order-$j$ flexible polynomial functions of $Surprise_{it}$ on each side of the zero earnings surprise cutoff, and $B$ represents the discontinuity in capital market benefits of just-meeting analysts’ consensus EPS forecast at the zero earnings surprise cutoff. We choose $k$ and $j$ in this and subsequent tests using the Akaike Information Criterion and Bayesian Information Criterion (Hahn et al. [2001]).

We present estimates of $B$ from equation (5) in Table 2 and plot the second order polynomial in Figure 1. We see an estimate of roughly 1.5% in column (1) and get similar results after including firm and year-quarter fixed effects to control for cross-sectional and time series variation in earnings surprise reactions, meaning the effects are not driven by specific firms or outlier years. Our preferred specification is column (1). In columns (3) and (4), we instead use local linear control functions and bandwidth restrictions (Lee and Lemieux [2010]), and find results similar to columns (1) and (2). Furthermore, it is encouraging that our estimates of $B$ are qualitatively similar across specifications and consistent with estimates from the existing literature (Payne and Thomas [2011]; Keung et al. [2010]; Bhojraj et al. [2009]; Kasznik and McNichols [2002]).

### 3.1.2 Distribution of earnings surprise

We next estimate the distribution of earnings surprise semiparametrically. The literature has long noted a jump in the mass of firms moving from just-below to just-above earnings benchmarks, and interpreted this feature of the data as evidence of earnings management (Brown and Caylor [2005]; Dechow et al. [2003]; Degeorge et al. [1999]; Burgstahler and Dichev [1997]; Hayn [1995]; Gilliam et al. [2015]; Brown and Pinello [2007]; Jacob and Jorgensen [2007]). We account for this important feature of the data by allowing the distribution of firms around the benchmark to be discontinuous. As argued in McCrory [2008], the magnitude of this discontinuity provides a natural reduced-form diagnostic test for the likelihood
of manipulation and so also a benchmark for our structural estimates.

We estimate the following:

\[
Frequency_b = a + \Delta \cdot MBE_b + f^k(Surprise_b) + g^j(MBE \times Surprise_b) + e_b
\]  

(6)

where \(Frequency_b\) is the proportion of firm-year observations in earnings surprise bin \(b\), \(Surprise_b\) is the earnings surprise in bin \(b\), \(MBE_b\) is an indicator that equals one if bin \(b\)'s earnings surprise is positive, \(f^k(\cdot)\) and \(g^j(\cdot)\) are order-\(k\) and order-\(j\) flexible polynomial functions of \(Surprise_b\), and \(\Delta\) represents the discontinuity in frequencies at the zero earnings surprise cutoff.

We present estimates of \(\Delta\) in Table 3. Our preferred specification is in column (1). We estimate a statistically significant discontinuity at zero EPS surprise of 2.63%. This diagnostic evidence is consistent with manipulation. We find similar results using a local linear control and ten cent bandwidths in column (2). As above, this evidence is broadly in line with differences-in-proportions estimates from the existing literature.

### 3.2 Simulated method of moments

Our modeling procedure is illustrated in the figure below. We use as inputs to our model our previously estimated capital market benefits and empirical distribution of earnings surprise.

We estimate the model of Section 2 using the simulated method of moments (McFadden [1989] and Pakes and Pollard [1989]). We pick candidate parameters for the cost function, model optimal behavior given these parameters and estimated benefits, and invert this optimal behavior to obtain a candidate latent distribution of earnings surprise. We evaluate this candidate latent distribution using a criterion function related to its moments, and repeat these steps until an optimum is found. The following discussion demonstrates the intuition involved in our specific application of the simulated method of moments, but interested readers can find a more formal discussion with econometric proofs in Appendix B. This overall
approach to estimation is similar to that used in recent and contemporaneous papers in the burgeoning structural literature in accounting (Bertomeu et al. [2018]; Zakolyukina [2018]).
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We begin with the earnings surprise distribution and estimated capital market benefits from Section 3.1. The first step in the simulated method of moments is to choose candidate parameters for our model of firm behavior. In the second step we simulate optimal firm behavior, as in equation (4), where managers take into account the expected benefits and costs of manipulation when deciding how much to manipulate. This second step requires a large number of simulations from each bin in the distribution of earnings surprise; in practice, we use 10,000 simulated firms per bin. Therefore, for each cent bin, we draw a cost number for each simulated firm, and calculate its optimal choice and the outcome of this choice.
After doing this, we have for each cent bin the proportion of firms that move to a new cent bin, and those that stay in the same bin. This procedure produces the most important object for the estimation, a transition matrix from bins to bins, essentially modeling where firms end up after starting in a given bin. If we consider \( \pi \) the vector representing the earnings surprise distribution, \( x \) the latent distribution of earnings surprise, and \( P \) the transition matrix we are able to simulate in step two of our procedure, then in matrix notation,

\[
P \cdot x = \pi
\]

— or —

(Manipulation, bin to bin) \( \ast \) (Latent Earnings Surprise) = Empirical Earnings Surprise

From equation (7), we can see that the empirical earnings surprise distribution is a function of latent earnings surprise and the transition matrix. Since we observe \( \pi \) and want to recover \( x \), in the third step of our application of the simulated method of moments, we invert the transition matrix to recover latent earnings. Using the same notation as above,

\[
x = P^{-1} \cdot \pi
\]

— or —

(Latent Earnings Surprise) = (Inverted Manipulation, bin to bin) \( \ast \) Empirical Earnings Surprise

In the fourth step, we need to choose a latent distribution to identify the parameters of the model. In SMM, we do this by evaluating the moments of the latent distribution according to a criterion function, iterating through sets of candidate parameters until we reach an optimum. Our criterion function depends on both smoothness and the distance between the latent and the empirical distributions.

We face several identification challenges in this setting.\(^{16}\) To begin with, the transition

\(^{16}\)Interested readers can find technical discussion of these points in the Appendix B.
matrix, \( P \) above, must be invertible. That is, to recover the latent earnings distribution, as above, we must be able to find the inverse of this transition matrix. In our application, this is related to having enough cent bins. A second and related concern is the number of relevant moments. While in principle we have 41 moments (drawn from 41 bins), in practice managers may manipulate only around the threshold. Given that these methods are only identified through actions taken, this possibility limits the effective moments we can use for identification. We use the available moments to identify four parameters. A third concern in achieving identification is that these moments can separately identify the parameters in the model we choose. This requirement would not be met if, for example, one modeled the marginal cost of real and accruals earnings management as being linearly additive. In this case, the manipulation share of the two tools would not be separable. Because of this concern, and to lend transparency to our approach, we explicitly discuss the identification of our model parameters in Section 4. In principle, up to these identification constraints, one could identify other interesting economic models using this approach.

With our fitted parameters, we simulate the model to describe the consequences of optimal manipulation: the fraction of firms that manipulate earnings, the fraction of firms that experience noisy outcomes, and the average amount of manipulation for manipulating firms. Further, from the transition matrix, we can recover from which bins firms manipulate and to which bins they manipulate.

As discussed above, our criterion function incorporates two characteristics of candidate latent distributions. The first is smoothness, which we calculate as the sum of squared differences in frequencies of adjacent bins. In practical terms, a smoother distribution reduces bunching at the discontinuity, the peak of the discontinuity, and evens out the distribution. The second characteristic is calculated as the sum of squared differences in frequencies between candidate latent distributions and the empirical distribution. All else equal, if two distributions had equal smoothness, our criterion function would choose the one more similar.
to the empirical distribution.\footnote{In our baseline approach, we give equal weight to each of these criteria. In Section 4.2, we show that shifting the weight towards either criterion yields similar estimates.}

This approach is consistent with a world in which the firm’s technology produces a smooth latent earnings distribution, and where the analyst’s utility is smooth in forecast error. These conditions do not place restrictions on whether analysts care about forecast accuracy at all, whether they are biased in a positive or negative direction, or whether they can see through manipulation. They only require that small changes in forecast error are associated with small (or zero) changes in the analyst’s utility.

An alternative approach could include parametric assumptions about the shape of the latent distribution of earnings surprise, such as normality. Similarly, one could take a different approach to the estimation procedure by beginning with a latent distribution of earnings, and then simulating optimal behavior by firms starting from that distribution. The problem with each of these approaches is that we do not observe the pre-manipulation distribution of earnings surprise and there is no obvious model to describe it. However, our approach is flexible enough to accommodate other criterion functions that might be more suitable in other contexts.

### 3.3 Baseline results

Table 4 presents estimates of the model. The parameters we estimate are $\eta$, the marginal cost; $\gamma$, the curvature of the cost function; $\psi^2$, the noisiness of earnings manipulation; and $\zeta$, the heteroskedasticity of earnings manipulation noise, which we refer to as the variance multiplier. We find that the marginal cost parameter, $\eta$, is 161 basis points. We find that the cost function is reasonably convex, with costs increasing with exponent 2.08. However, we find that earnings management is not certain, and that manipulation has a 0.82 cent variance (outcomes can deviate from planned), increasing nearly fourfold (variance multiplier parameter of 3.71) for each additional cent of manipulation. Figure 3 shows the empirical and latent distributions, as estimated by the model.
From our simulations, we identify the marginal manipulating firm and calculate that their marginal cost of manipulation is 104 basis points. This firm starts in the [-1,0) bin and chooses to manipulate by a single cent.\textsuperscript{18} Notably, the marginal cost of manipulation for this firm is lower than the marginal benefit of meeting the benchmark (145 basis points). The apparent inconsistency is explained by the presence of noise. Based on our estimates of the noise parameters, there is a $\sim28\%$ likelihood that this firm will nonetheless miss its benchmark due to a negative shock. The marginal cost is thus exactly equal to the expected marginal benefit.

Given these estimates, we can simulate the model to calculate the proportion of firms that manipulate their earnings. Namely, we find that 2.62\% of firms in our sample manipulate earnings. This is remarkably close to 2.63\%, the magnitude of the discontinuity in the distribution of firms by earnings surprise estimated in Section 3.1.2. This similarity is notable because our structural approach does not directly target the discontinuity, it does not impose any polynomial restrictions on the data, and it allows for a much broader range of manipulation strategies than just moving from just to the left of the threshold to just to the right.

We also show that manipulating firms do so by 1.21 cents on average. Because of stochasticity in manipulation, 59.6\% of firms do not hit their intended targets, missing either above or below. Figure 4 illustrates the effect of the equilibrium manipulation strategy on the proportion of firms in each surprise bin. Panel A shows the fraction of manipulators in each earnings surprise bin, categorized by the amount of manipulation. While most firms do not manipulate at all, a nontrivial fraction of firms manipulate from one up to five cents. In Panel B, we normalize the mass of firms in each bin to one, to better illustrate the different strategies by bin.

\textsuperscript{18}Because of the convexity of the cost function, the marginal cost of the marginal manipulator in bins farther to the left is necessarily lower.
4 Identification and Robustness

4.1 Parameter identification

In this section, we describe variation used to identify the four structural parameters in the model. While the data identify all parameters simultaneously, it is possible to build some intuition for the features of the data that are associated with each of the parameter estimates. We start with the estimated latent distribution and then calculate optimal manipulation strategies from each bin for counterfactual parameter choices, yielding counterfactual empirical distributions. Comparing each of these counterfactual empirical distributions to the actual empirical distribution demonstrates the outcomes affected by each parameter.

We look at four counterfactuals, each associated with cutting one of the parameters to 10% of its estimated value, and then add the optimal manipulation to the latent distribution to generate counterfactual empirical distributions. Figure 5 shows these distributions, where the curves shown in red replicate the actual empirical distribution and the blue curves represent the counterfactual distributions. In Table 5, we present the parameters used in each of these simulations as well as statistics to summarize the associated manipulation behavior.

We start with $\eta$, the marginal cost parameter, which we estimate to be 161 basis points, so that in the counterfactual scenario, we cut this to 16 basis points. The top left panel of Figure 5 shows that this makes a big difference. Relative to the actual empirical distribution, the counterfactual has much less weight in the bins to the left of the threshold, and much more weight in the bins to the right. This is consistent with a much higher level of manipulation (12.6% vs. 2.6%), as can be seen in Table 5. The amount of manipulation, conditional on manipulating at all, goes up, but by a much smaller relative amount. This means that, unsurprisingly, reducing the marginal cost parameter leads to more manipulation, especially of a single cent. Altogether, this tells us that the width of the peak in the bins around the threshold drives the estimation of the marginal cost parameter.
We next turn to the curvature parameter, $\gamma$. When this parameter is cut to 10% of its estimated level, the counterfactual empirical distribution differs significantly across almost the whole support. In this case, unlike with changing the marginal cost parameter, we see increased manipulation away from the threshold, which results in a big increase in average manipulation to 10.1 cents (from 1.2 cents), in addition to an increase in the incidence of manipulation. If it is worthwhile to manipulate at all, then it is worthwhile to manipulate a lot, as the cost function is less steep in this counterfactual. The curvature parameter also interacts with the presence of noise. Some firms manipulate well past the threshold, despite no direct marginal benefit, as insurance against a negative shock. The top right panel of Figure 5 shows that this parameter is identified by the bins to the right of the threshold, since it would only be worthwhile to manipulate past the target if cost of large manipulations is low.

Finally, we investigate counterfactual scenarios for the two parameters related to manipulation noise, starting with the variance of noise. Reducing the importance of noise has a similar effect to reducing the marginal cost parameter. The important difference, which can be seen in the bottom left panel of Figure 5, is that changing the noise parameter only meaningfully affects the optimal strategy just around the threshold. This is confirmed by the statistics reported in Table 5, that show that the incidence of manipulation increases, but the level of manipulation is almost unchanged. Reducing noise reduces the number of firms that find it worthwhile to manipulate at all, but does not change the optimal strategy conditional on manipulating. This argument suggests that the noise parameter is identified by the bin-to-bin difference around just-reaching the benchmark, as distinct from the width of the peak, that determines the marginal cost parameter. We further consider the role of the noise parameter in explaining the incidence of just failing to meet the target in Section 5. Lastly, the figure and table suggest that the variance multiplier parameter does not play an important role in determining optimal manipulation behavior. Cutting it to 10% of its estimated level leads to a small decrease in the incidence of manipulation and a small increase.
in the level of manipulation, neither of which are discernible in the figure.

To provide further intuition for the variation underlying the estimated parameters, we investigate the sensitivity of the estimates to the features of the empirical distribution by changing the empirical distribution of earnings and reestimating parameters. First, we reduce the peak found in the [0,1) cent bin, halving its size relative to the [1,2) cent bin. Using this *Reduce peak* empirical distribution of earnings, the implied marginal costs increase by 27%, while the curvature parameter increases by only 5%. If we remove the peak entirely, making the [0,1) cent bin equal to the [1,2) cent bin, then the curvature remains unchanged, but marginal costs increase by 70% relative to the baseline. Further, *Reduce peak* and *Kill peak* cut the implied number of manipulators down to 1.91% and 1.36% of firms, respectively. Consistent with the conclusions drawn from the other counterfactual scenarios discussed above, these alternative estimates demonstrate that our results are sensitive to the size of the earnings surprise discontinuity, and that removing the discontinuity yields much lower levels of manipulation, via higher cost parameters.

4.2 Estimation robustness

In Table 6, we show that our results are robust to differences in input measurement and model specification. We use bins from [-20,-19) to [20,21) cents in our main estimates, but most of the manipulating firms are in bins much closer to the discontinuity. As such, it is important to show that reducing the number of bins we use to fit our model does not meaningfully change our results. When we estimate our model on data from the [-15,-14) to [15,16) cent bins, or further reducing to the [-10,-9) to [10,11) bins, or the [-5,-4) to [5,6) bins, our results are similar. The estimates are most similar for the most important parameters \( \eta \), which varies from 154 to 167 basis points (vs. a baseline of 161) and \( \psi^2 \), which varies from 0.76 to 0.79 (vs. a baseline of 0.82). In addition, \%manip is relatively unchanged, varying from 2.56% to 2.84% (vs. a baseline of 2.62%), as is \%noise, varying from 55.7% to 60.0% (vs. a baseline of 59.6%).
Our estimation equally weights similarity to the empirical distribution and smoothness as qualities of the latent earnings surprise distribution. To investigate sensitivity to this choice, we reestimate our model twice, first overweighting empirical similarity by 10%, and then overweighting smoothness by 10%. Our results do not significantly change, and cost parameters and manipulation move in the expected direction. Namely, costs increase (170 vs. 161 basis points) and manipulation decreases (2.45% vs. 2.62% of firms manipulate) when empirical sameness is emphasized, whereas costs decrease (146 basis points) and manipulation increases (3.11% of firms manipulate) when smoothness is emphasized. These are intuitive effects because more manipulation smooths the discontinuity. Comparing across these three different weighting schemes, we are comforted by the fact that our preferred scheme yields a propensity to manipulate almost exactly equal to that of a simple, theory-free McCrary [2008] test, as can be seen from the estimates in Table 3. This is our preferred weighting because we want to avoid imposing higher manipulation by oversmoothing.

Because $\zeta$ has the greatest standard error and plays the smallest role in our model, we also estimate the model without $\zeta$ (setting $\zeta = 0$). Our estimates change the most in this robustness check. While $\zeta$ does not have large effects on equilibrium behavior, we can see from its effect on other parameters that it is an important feature of the model.

In untabulated results, we employ the full distribution of capital markets benefits for different levels of earnings relative to the benchmark. As shown in Figure 1, the main difference is the existence of small, but positive, marginal benefits of increasing earnings beyond the benchmark. In this test, we obtain similar parameter estimates for the cost function, though because of the increased benefits, this cost function yields somewhat higher levels of manipulation.

### 4.3 Benefits heterogeneity

So far we have assumed that the benefits of manipulating earnings are the same for all firms in the same earnings surprise bin. In this subsection, we extend our model to consider
the possibility of heterogeneity in benefits. Importantly, for this heterogeneity to have an
effect on the firm’s problem, it must be known by the firm before the reporting decision
is made. While there is likely significant ex post variation in benefits, this variation is not
behavior relevant since the manager is assumed to be risk neutral and so only acts on her
ex ante expectation of benefits. To study this issue, we incorporate cross-firm variation in
expected benefits, using the dispersion (standard error) in our estimated benefit parameter.
This problem is straightforward because once the firm knows its benefit, the structure of the
tradeoff determining optimal manipulation is the same as in our base model.

We present several parameterizations of benefits heterogeneity in Table 7. In the first
row, before making the reporting decision, firms draw a benefit from a normal distribution
with mean and standard deviation as in the first column of Table 2, our preferred model for
estimating benefits. We instead allow for the distribution of benefits to come from a Bernoulli
distribution (with the same underlying mean and standard deviation) in the third row, which
we interpret as firms either receiving a “large” benefit or no benefit at all. In either case,
our estimates are essentially the same as in our baseline model with no heterogeneity. In
the second and fourth rows, we magnify the variation (increasing the standard deviations
by a factor of five, well beyond any of our estimates in Table 2) as a robustness check and
to get a better sense of how this new feature affects our estimation. Our estimates are
again consistent with the baseline. We conclude from this investigation that unconditional
heterogeneity in benefits is not an important feature of the earnings management problem
in practice.

The economics of heterogeneity become much more interesting, at least in theory, if firm-
specific benefits are correlated with firm-specific costs. This kind of a correlation broadly
allows for a relaxation of the assumption that manipulation (or firm-side heterogeneity) is not
observable by investors making valuation decisions. With a non-zero correlation, we allow
investors to differentially reward firms in the same bin in a way that is correlated with the
firm’s manipulation costs. To study this issue, and get a sense of its empirical importance, we
augment the above analysis of unconditional benefits heterogeneity to allow for a correlation between the firm’s benefits and marginal cost parameter. In particular, we take the normal distribution and incorporate correlations of 0.5 and -0.5; these large correlations imply that the market gets a strong signal about individual firms and their likelihood of engaging in manipulation.

This structure can capture a variety of particular economic models of investor behavior. For example, the positive correlation has a natural interpretation as the market wanting to reward good performance but not manipulated performance. When investors see high costs (or a signal of high costs), they would rationally infer that, all else equal, firms are less likely to manipulate. In this case, firms meeting expectations are more likely to have done so based on real performance and so would warrant a larger benefit. On the other hand, one would get a negative correlation from a model where low costs and thus the capacity to manipulate earnings are a positive signal, perhaps indicating financial flexibility or a sophisticated understanding of the business on the part of managers. Then investors would see low costs, and rationally pay a relatively high reward for meeting expectations since such firms are expected to be of better quality along some relevant dimension. Rather than take a stand on which of these mechanisms dominates, our goal in this analysis is simply to get an idea of whether these kinds of mechanisms are empirically significant.

The fifth and seventh rows of Table 7 present the 0.5 and -0.5 correlation models, respectively. Our findings are essentially unchanged, even when also use the exaggerated variation in benefits, as above. We thus conclude that allowing for a relationship between benefits and costs at the firm-level does not have a meaningful impact on our understanding of the manager’s manipulation decision. This finding has two important implications. First, identifying a correlation parameter is infeasible in our setting because even wide variation in this parameter has limited effect on the fit of the model. More importantly, we believe that these findings support our approach of focusing on the problem of an individual manager taking the capital market benefits as given. Despite this simplification, the results in Table 7
suggest that our findings are generalizable to a more sophisticated general equilibrium model where both the market and the manager are strategic players.

5 Applications

An understanding of the costs of earnings management has many implications for how we interpret firm behavior and for the validity of measures employed in the literature to identify earnings management. In this section, we discuss a number of applications of the results described above.

5.1 Why do so few firms manage earnings?

Given the significant benefit to meeting earnings benchmarks and the results of surveying managers themselves (Dichev et al. [2016]), our estimated fraction of firms managing earnings is perhaps surprisingly low. Of particular interest are firms in the [-1,0) earnings surprise bin, since these are the ones with the most potential to take advantage of the discontinuity in capital market responses to earnings announcements. The counterfactual simulations discussed above can help in understanding why so many firms remain below, and yet very close to, the benchmark.

Two of the parameters in the cost function appear to drive this behavior—the marginal cost parameter, $\eta$, and the noise parameter, $\psi^2$. In the latent distribution, 6.1% of firms are in the [-1,0) cent bin. Cutting $\eta$ to 10% of its estimated level, as in Table 5, reduces this fraction by 3.1%. This reduction is a straightforward consequence of decreasing the marginal cost of manipulation. If $\psi^2$ is simultaneously cut to 10% of its estimated level, only 0.9% of firms remain in the negative one bin. Reducing the magnitude of noise has two key effects. The optimal strategy for managers with relatively low costs in bins farther away from the benchmark may be to manipulate up to negative one in the hopes of getting shocked into
meeting the benchmark\textsuperscript{19}—reducing noise decreases the expected payoff of this strategy. The second effect is mechanical: negative noise drops firms from meeting the benchmark (the most likely target) into the negative one bin.

The results of the counterfactuals show that both the marginal cost effect and the noise effect are economically significant explanations for the relative lack of manipulation out of the negative one bin. Determining the exact contribution of the two forces is complicated by the fact that there is an interaction between the two. As marginal costs decrease, more firms target just-meeting the benchmark, but the mechanical effect of noise means that a higher noise parameter shocks more of these firms back down into the negative one cent bin. However, this interaction accounts for only nine percent of the overall effect of the counterfactual.

5.2 Identifying “suspicious” firms

Our model estimates reveal the incidence (and amount) of manipulation in each earnings surprise bin, which is of interest given the prevalent use of proxy measures of manipulation based on whether a firm ends up in the $[0,1)$ cent bin or not (e.g., Bhojraj et al. [2009], Cohen et al. [2008], Roychowdhury [2006]). Table 8 quantifies how well a variety of definitions of “suspicious” firms fare in accurately identifying manipulation. The first row shows the percentage of firms in each surprise bin that manipulated to get there and the second row captures the percentage of all manipulators from the sample that ended up in that surprise bin. The third and fourth rows replicate the first and second, respectively, while weighting the manipulating firm observations according to the mean level of manipulation in each surprise bin (e.g. the firm counts twice if it manipulated up two cents).

The first column of Table 8 describes the firms captured by the typically used $[0,1)$

\textsuperscript{19}Although managers are risk neutral (so that noise is not necessarily harmful), there is an asymmetry to the effect of noise on the manager’s objective function. From the $[0,1)$ cent bin, which is the most likely target for managers, a negative shock hurts the manager much more than she is helped by a positive shock, because of the nature of the discontinuity in benefits. From the $[-1,0)$ bin, the asymmetry is reversed, with the expected benefit of noise becoming positive.
“suspicious” bin. Of the firms in this bin, 11% manipulated to get there, which is perhaps surprisingly low, but in line with our overall estimates of the extent of manipulation in aggregate. This subset covers 53.1% of all manipulators in the sample. On these two metrics, this bin performs the best at identifying manipulation, restricting to single bin measures. The next best bin to add to the measure would be [1,2), which reduces accuracy to 9.9% but then accounts for 80.9% of the total manipulators. Given the salience of the discontinuity in the capital market response to earnings surprise, it is interesting that the bin with the third most manipulators is the [-1,0) bin. As described in the previous subsection, this is, in part, because the possibility of a positive shock makes manipulating into this bin the optimal strategy for some firms with an intermediate level of costs. If the priority were to account for nearly all of the manipulators, the [-1,3) range may be desirable in that 97.4% of manipulators fall into this range and the accuracy falls only to 7.3%. Relative to the [0,1) bin, this reflects an 83% increase in the fraction of all manipulators included, at the cost of reducing accuracy by 34%.

Turning to the third and fourth rows of Table 8, we find a similar pattern of results, though with a clear tendency toward improvement from including more bins because of the fact that bins farther away from the benchmark have higher expected manipulation, conditional on manipulating at all, relative to bins closer to the benchmark. For example, in this case, the [0,2) range performs better than [0,1) on both margins, increasing the weighted fraction of manipulators and significantly increasing the fraction of total manipulation covered. Extending to [-1,3) yields an even larger increase in coverage and reduces accuracy by only 13% relative to the [0,2) range.

Overall, Table 8 shows how different definitions of “suspicious” bins trade off type I and type II errors and can help guide this measurement choice in a variety of contexts. Further, it may be preferred for some applications to use a continuous measure of the probability of manipulation by bin. This approach would naturally place more weight on bins close to the benchmark and less on those farther away, rather than making a discrete choice of which
bins to include in the measure and which to exclude.

5.3 Sarbanes-Oxley and the cost of earnings management

After a string of accounting scandals in the late 1990s and early 2000s, including Enron and Worldcom, the Sarbanes-Oxley Act (SOX) was enacted in 2002. In line with the SEC’s stated objective of protecting investors, SOX initiated broad changes in corporate disclosures, with the goal of improving the reliability of financial information in company reports. Our methodology can be used to uncover the effects of such regulation on earnings management by exploiting time series variation in the empirical earnings surprise distribution and the benefits of meeting earnings benchmarks. SOX provides an ideal setting for such an analysis because the effects of SOX have been of great interest to practitioners and in the academic literature. Cohen et al. [2008] and Bartov and Cohen [2009] find that earnings management declined after the introduction of SOX, and attribute this decline particularly to reduced accruals-based earnings management (as well as a decline in downward expectations management using negative managerial guidance). Cohen et al. [2008] note that the three years prior to SOX were characterized by an abnormal increase in earnings management relative to earlier in the 1990s.

To investigate the effects of SOX using our methodology, we look at subsamples of the three years before SOX (1999-2001) and the three years after SOX (2002-2004). Table 9 presents estimates from these two subsamples. Consistent with the work discussed above, our diagnostic test statistic of the extent of manipulation, the discontinuity in the earnings distribution (Δ), falls post-SOX. The benefit of meeting the benchmark (B) increases after SOX by 80 basis points. Together, these two findings suggest that SOX had its intended effect of improving the quality of financial reporting and that capital markets responded with larger rewards for meeting the benchmark. This is likely due to an increased willingness by markets to attribute the meeting of earnings benchmarks to fundamental performance rather

\footnote{Our results are not sensitive to these specific definitions of the pre- and post-SOX periods. For example, dropping either 2001 or 2002 yields similar estimates.}
than manipulation.

Next, we use our structural model to estimate the consequences of these changes for the costs of earnings management as well as the extent of manipulation. As expected, we find significant increases in costs. Table 9 shows that both the marginal cost parameter and the curvature parameter increase significantly.\footnote{Using a different, but related, structural methodology, Bertomeu et al. [2018] estimate that the cost of manipulation increased by 53% after SOX.} This suggests that both the cost of the first cent of managed earnings and the cost of incremental manipulation both increased, consistent with the goals of the reform.\footnote{There are a number of mechanisms through which the costs could have increased. For example, auditors likely increased their scrutiny of reported earnings both because of increased regulation on their behavior, and as a rational response to the increased risk to their survival made evident by the collapse of Arthur Andersen.} Earnings management also became much less noisy after SOX—we conjecture that this is due to a switch away from riskier, less certain strategies, towards more conservative use of discretion.\footnote{The fact that we estimate a relatively small noise parameter post-SOX is also reassuring with regard to our main results. One could have been concerned that the role of noise was confounded with model misspecification in some other dimension. The post-SOX partition shows that our approach can indeed produce significant variation in the importance of noise, suggesting that the higher noise parameter we estimate for the full sample is indeed indicative of uncertainty in earnings manipulation.} In aggregate, manipulation fell from 4.05% of firms to 2.61%, a 36% reduction, evidence that SOX had its desired effect on financial reporting and earnings management.

6 Conclusion

Two prominent stylized facts emerge from the earnings management literature: firms that just meet their consensus analyst earnings forecast benefit from positive abnormal returns; and, the earnings surprise distribution exhibits a large discontinuity at this benchmark. In this paper, we develop and estimate an economic model of the earnings management decision to link these stylized facts. Our model and estimation approach are generalizable to other settings in which we want to learn about unobserved behavior and only some of the decision-relevant information is observed.

In our context, the cost of earnings management is unobserved. We recover the implied...
cost function and learn that costs are convex and subject to noise. Manipulation consistent with this cost function and the observed benefits and behavior is both infrequent and small. We address several outstanding questions in the earnings management literature using applications of our methodology. Notably, we assess the validity of identifying manipulation using a “suspicious” earnings surprise bin and estimate the effect of SOX on the financial reporting process. In future research, we plan to study more broadly how costs change over time and whether they vary according to the benchmark and to the characteristics of the firm and the incentives of its managers.
References


A Measurement Robustness

Our estimation relies on two model inputs: the market reaction to earnings announcements and earnings surprise distribution. As a result, the robustness of our economic inferences depends on our measurement choices for these two inputs. We measure the market reaction to earnings announcements using three day cumulative market-adjusted returns (CMAR). While there is limited consensus in the earnings management literature on measuring event study returns, our choice on this dimension is standard in event study methodology and alternative benchmark returns for event studies should have limited effect on inference since market and factor returns are, on average, small over short windows.

The earnings surprise construct is not devoid of measurement choices either. We measure earnings surprise as the difference in cents between reported EPS and the consensus analyst forecast, which we define as the average forecast error among analysts covering the stock during the reporting period. There are two important choices to make regarding this measurement. First, we measure EPS surprise discretely in cents and, therefore, abstract from incentives derived from intracent surprises. Our assumption is that, from the perspective of economic agents in our model, an earnings surprise of 5.1 cents is equivalent to an earnings surprise of 5 cents. Naturally, investors may reward firms for intracent surprises, and, if these incremental rewards are significant, managers may respond to these incremental incentives. To investigate the importance of this measurement choice, we present evidence of earnings announcement returns as a function of intracent EPS surprise. In Figure A.1, we measure the remainder of reported EPS after rounding down to the nearest integer. To do so, we use data on net income (S&P core earnings) and shares outstanding used in EPS calculations from Compustat. We present subfigures for EPS defined using net income or S&P core earnings and, in each figure, we use three day CMAR as our measure of market reactions to earnings announcements.

The thin navy line in each figure is the fitted line for the conditional expectation function of earnings announcement returns to intracent EPS, and the dots represent individual data points. In each subfigure of Figure A.1, we estimate that the navy line has a statistically insignificant, positive slope. The point estimates in corresponding linear regressions are all less than 0.1%, which suggests that any intracent benefits to EPS surprise, if they exist at all, are at least one order of magnitude smaller than the 1.45% return benefit for just-meeting the analyst consensus forecast.
A second measurement choice made in the earnings management literature concerns which analyst forecasts to consider when defining the consensus forecast. For example, Bhojraj et al. [2009] define consensus forecast using forecasts from second to last month of the final fiscal quarter, excluding forecasts that immediately precede the earnings announcement. In our baseline measures, we make no such restrictions. To investigate the effect of removing forecasts that occur late in the fiscal year, we construct alternative EPS surprise measures based on forecasts that precede the fiscal year end by at least 30, 60, or 90 days. In Figure A.2, we plot the market reaction to earnings announcements conditional on EPS surprise using local polynomial functions for each of these definitions of earnings surprise for comparison to our benchmark definition.
Figure A.2: Forecasts Heterogeneity: Benefits

(a) All
(b) 30 days
(c) 60 days
(d) 90 days

Specifically, Figure A.2 plots the benefits distribution for four different measures of EPS surprise, and provides visual evidence that this measurement choice is unlikely to have an impact on our estimates. For a quantitative comparison, we estimate the discontinuity in benefits at zero EPS surprise using our preferred specification from equation (5), and, in untabulated results, we estimate coefficient estimates that are similar to our preferred estimate. We also plot the EPS surprise distribution for each alternative definition of EPS surprise using bar plots.

Figure A.3 plots the empirical distribution of EPS surprise using four different measures of EPS surprise, each of which places a different restriction on forecast recency relative to the fiscal year end. These figures suggest that the forecasts that precede the fiscal year end by 30, 60, or 90 days have mild effects on the EPS surprise distribution. We estimate the discontinuity in these distributions as in equation (6), and find estimates that are similar to our preferred estimate of 2.63%. Overall, the figures in this appendix lend credence to the robustness of our estimation to alternative measurement choices.
We use actual and forecasted EPS data from I/B/E/S, which matches forecasts to actuals according to the measure forecasted. To corroborate this measurement choice, we investigate the distributional properties of $EPS_{Surprise}$ and $CMAR^{3\text{day}}$ when using alternative measures of actual earnings. In the figures that follow, we measure $EPS_{Surprise}$ using analyst forecasts from I/B/E/S as before, but we vary the measure of actual EPS. $CMAR^{3\text{day}}$ is constructed as before. We investigate four alternative measures of actual EPS, each of which we collect from the Compustat Annual data file; (a) basic EPS including extraordinary items, (b) basic EPS excluding extraordinary items, (c) diluted EPS including extraordinary items, and (d) diluted EPS excluding extraordinary items.

These figures show qualitatively similar evidence of a discontinuity in the capital market benefits of meeting the market’s expectations and in the distribution of earnings surprise. The economic magnitude of the discontinuity, in particular, is moderately smaller than our baseline estimates that use actual EPS from I/B/E/S. This difference be explained by two alternatives. First, because I/B/E/S matches the actual and forecasted quantities, tests using this data source have less measurement error in earnings surprise. Introducing measurement error to the running variable in a threshold-based empirical design challenges
quantification since the mass of firms around the threshold will be smoothed by noise from this measurement error. Second, I/B/E/S forecasts incorporate analyst exclusions, which may be chosen strategically (Doyle et al. [2013]). In particular, one inexpensive source of EPS manipulation could be selecting exclusions that analysts will either fail to anticipate or overestimate the effects of the excluded items on EPS. If managers can fool analysts either about which items will be excluded or the effects of the exclusions, the smaller discontinuity estimates from these measures may reflect a form of earnings manipulation. Because we are unable to disentangle these alternatives, we prefer estimates that use the matched actual-forecast data from I/B/E/S.

Figure A.4: Alternative GAAP Earnings Measures: Benefits
Figure A.5: Alternative GAAP Earnings Measures: Earnings Surprise
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B Estimating Equations

There exists an empirical distribution of earnings surprise from $[-20, 20]$ cents per share, in one cent increments. Let $\pi$ be the vector representing the number of firms with each per share earnings surprise. We index $\pi_1$ as the number of firms that have $-20$ cents in per share earnings surprise, and $\pi_i$ the number of firms that have $-21 + i$ cents in per share earnings surprise, such that $\pi_{41}$ is the number of firms that have 20 cents in per share earnings surprise.

We assume that the empirical distribution is the result of a latent distribution of (unmanipulated) earnings surprise plus the effect of manipulation, or earnings management, on the part of each firm. While many firms go without managing earnings, some do so, which results in higher earnings surprise. The latent distribution of earnings surprise represents the number of firms that would fall into each cent bin of earnings surprise before engaging in earnings management. Let $x$ be the model-implied latent distribution, indexed in a similar fashion, $x_1, x_2, \ldots, x_{41}$, to $\pi$. We identify costs by the proportion of firms, in each cent bin,
that manipulate earnings, and tie this to the properties of the latent distribution of earnings surprise that we find.

Say we examine the -20 cents bin, which represents earnings surprise in the [-20,-19) cents interval. Firms in this bin could have only one potential simulated latent earnings surprise, and that is -20 cents. A proportion of those firms chose not to manipulate their earnings numbers, and so landed in the -20 cents bin. We call the transition probability from bin $i$ to bin $j \geq i$, $p_{i,j}$. Therefore, we have $\pi_1 = p_{1,1} x_1$, or the number of -20 cents bin firms that did not manage earnings, and instead reported latent earnings, is equal to the transition probability from the -20 cents bin to the -20 cents bin multiplied by the latent number of -20 cents bin earners. Similarly, for the number of realized -19 cents bin firms, we have $\pi_2 = p_{1,2} x_1 + p_{2,2} x_2$, or equal to the number manipulating from latent -20 cents bin, and those that chose not to manipulate from -19 cents bin. We can see this below,

\[
\begin{align*}
\pi_1 &= p_{1,1} x_1 \\
\pi_2 &= p_{1,2} x_1 + p_{2,2} x_2 \\
\pi_3 &= p_{1,3} x_1 + p_{2,3} x_2 + p_{3,3} x_3 \\
\vdots
\end{align*}
\]

In matrix form we get,

\[
\begin{pmatrix}
 p_{1,1} & p_{2,1} & p_{3,1} & \cdots & p_{T,1} \\
 p_{1,2} & p_{2,2} & p_{3,2} & \cdots & p_{T,2} \\
 \vdots & \vdots & \ddots & \cdots & \vdots \\
 p_{1,T} & p_{2,T} & p_{3,T} & \cdots & p_{T,T}
\end{pmatrix}
\begin{pmatrix}
 x_1 \\
 x_2 \\
 \vdots \\
 x_T
\end{pmatrix}
= 
\begin{pmatrix}
 \pi_1 \\
 \pi_2 \\
 \vdots \\
 \pi_T
\end{pmatrix}
\]

or

\[ P \cdot x = \pi \] (7 revisited)

—or—

(Manipulation, bin to bin) $\ast$ (latent earnings) = empirical earnings

of course, it is important to note that in our strategy representation, $p_{i,j} = 0$, $\forall j < i$, that is, firms do not manipulate earnings down relative to analysts’ consensus forecast, so our matrix of $P$ should be lower triangular,
To find the latent distribution, we invert the transition matrix and multiply by the empirical distribution, \( \mathbf{x} = \mathbf{P}^{-1} \cdot \mathbf{\pi} \). We find the transition matrix \( \mathbf{P} \) by analyzing optimal firm behavior with respect to costs and benefits of earnings management. For each bin, \( b \), we calculate the proportion of firms that land in each subsequent bin after managing earnings. That is, for \( b \), we calculate \( p_{b,b}, p_{b,b+1}, \ldots, p_{b,T} \). Below, we will introduce noise into the transition matrix, which will complicate notation, but will illustrate how realized behavior could differ from strategies employed.

We calculate this proportion by simulating firm decisions to manage earnings. For each bin \( b \), we simulate \( S \) firms. We take as given the parameters \( \theta = \{\eta, \gamma, \psi^2, \zeta\} \). For each simulation, \( s \), we draw a \( \beta_{b,s} \sim U[0, 2\eta] \), the marginal cost of manipulation, and can calculate the utility of manipulation as in equation 3,

\[
 u_s(b, m, \theta) = \int_{-\infty}^{\infty} \phi_{m,\theta}(\varepsilon) \mathcal{B}(b + m + \varepsilon) d\varepsilon - \beta_{b,s} m^\gamma \tag{9}
\]

Of course, bins are discrete, and therefore so is manipulation. We then assume that \( \mathcal{B}(\cdot) \) is a vector, and that \( m \) is a whole number choice, making utility,

\[
 u_s, \text{Discrete}(b, m, \theta) = \sum_{-20}^{20} \phi_{m,\theta}(\varepsilon) \mathcal{B}(b + m + \varepsilon) d\varepsilon - \beta_{b,s} m^\gamma \tag{10}
\]

where \( \phi_{m,\theta}(\varepsilon) \) provides the discrete approximation of the continuous normal pdf with mean 0, and variance \( \mathbb{I}_{m\neq 0} \cdot (1 + \zeta (m - 1))\psi^2 \). For various values of \( m \), in whole cents from 0 to \( T - b \), we find the optimal earnings management,

\[
 m_{b,s}^*(\theta) = \arg \max_{m \in [0, T-b]} u(b, m, \theta) \tag{11}
\]

From this we calculate the strategy taken by each firm, from each bin \( b \) to a weakly higher bin \( j \geq b \).
strategy

\[
\begin{cases} 
\sum_{s=1}^{S} \mathbb{I}_{m_{b,s}^*(\theta)=j-b} \frac{1}{S}, & \forall b, \text{ and } \forall j \geq b \\
0, & \text{otherwise}
\end{cases}
\]

However, because firms may face noise in their decisions, then noise would affect transitions accordingly,

\[
p_{b,j,S}(\theta) = \begin{cases} 
\sum_{s=1}^{S} \sum_{k=0}^{T-j} \mathbb{I}_{m_{b,s}^*(\theta)=j+k-b} \cdot \mathbb{I}_{\varepsilon_s(m_{b,s}^*(\theta),\theta)=-k} \frac{1}{S}, & \forall b, j
\end{cases}
\]

where \(\varepsilon_s(m,\theta)\) is a simulated outcome for a random variable following a discrete approximation of the normal distribution, \(\phi_{m,\theta}(\cdot)\), where the mean is 0, and the variance is \(1_{m\neq0} \cdot (1 + \zeta(m-1))\psi^2\), and in equilibrium, \(\forall s, q < 0, m_{b,s}^*(\theta) \neq q\).

For non-zero \(\psi^2\), the matrix is technically—though, in probability, not effectively—fully populated,

\[
P_{S}^{}(\theta) = \begin{pmatrix} 
p_{1,1,S}(\theta) & p_{1,2,S}(\theta) & p_{1,3,S}(\theta) & \cdots & p_{1,T,S}(\theta) \\
p_{2,1,S}(\theta) & p_{2,2,S}(\theta) & p_{2,3,S}(\theta) & \cdots & p_{2,T,S}(\theta) \\
p_{3,1,S}(\theta) & p_{3,2,S}(\theta) & p_{3,3,S}(\theta) & \cdots & p_{3,T,S}(\theta) \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
p_{T,1,S}(\theta) & p_{T,2,S}(\theta) & p_{T,3,S}(\theta) & \cdots & p_{T,T,S}(\theta)
\end{pmatrix}
\]

**Claim 1.** If \(K\) is the true transition matrix from the latent distribution to the realized distribution of earnings surprise per share,

\[
\lim_{S \to \infty} P_{S}^{}(\theta_0) = K
\]

**Proof.** For each bin, \(i\), we know firms behave optimally. Therefore, for each \(j \geq i\), we can calculate, for \(S\), the number of firms that manipulate to \(j\), and divide that by \(S\) to find \(p_{i,j,S}(\theta)\), for some \(\theta\). If \(\theta_0\) is the true set of parameters, then as \(S \to \infty\), \(p_{i,j,S}(\theta_0)\) should approach \(K_{i,j}\) for all \(j\), and then for all \(i\), by the law of large numbers.

We assume this is the unique set of parameters that generates this transition matrix, or

\[
A 1. \theta_0 \equiv \arg\min_{\theta \in \Theta} (P_{S}(\theta) - K)^2
\]
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We call the true distribution of earnings surprise $\ell^* = \ell_1^*, \ell_2^*, \ldots, \ell_T^*$, which represents earnings, before manipulation. We define the latent earnings surprise distribution

$$K \cdot \ell^* = \pi$$

so,

$$\ell^* = K^{-1} \pi$$

(13)

as the smoothest curve (as measured by the differences between bins) that is close to the realized empirical earnings distribution, as follows,

$$A \equiv \arg \min_{\ell \in \mathbb{R}^+} \left( \pi \ell_{(2, \ldots, T)} - \pi \ell_{(1, \ldots, T-1)} \right) \Omega \left( \pi \ell_{(2, \ldots, T)} - \pi \ell_{(1, \ldots, T-1)} \right)$$

with the constraint that the mass under $\ell^*$ is equal to the mass under $\pi$.

Further, let

$$x_S(\theta) \equiv P_S(\theta)^{-1} \cdot \pi \quad (14)$$

Our SMM estimator finds the true parameters when the simulated distribution of latent earnings coincides with the true distribution of earnings surprise. From equations 13 and 14, using these $T$ moments, we propose our second stage estimator,

$$\hat{\theta}_T, 2\text{-stage}^S \equiv \arg \min_{\theta \in \Theta} [\ell^* - x_S(\theta)]' \Omega [\ell^* - x_S(\theta)]$$

(15)

**Proposition 2.** $\text{plim}_{S \to \infty} \hat{\theta}_T, 2\text{-stage}^S = \theta_0$

**Proof.** Simply,

$$0 = [\ell^* - \ell^*]' \Omega [\ell^* - \ell^*] = [\ell^* - K^{-1} \cdot \pi]' \Omega [\ell^* - K^{-1} \cdot \pi]$$

(equation 13)
And from Claim 1, we know that

\[ \lim_{S \to \infty} \left[ \ell^* - P_s^{(\theta)} \right]' \Omega \left[ \ell^* - P_s^{(\theta)} \right] = (16) \]

Which, with Assumption 1, implies that

\[ \lim_{S \to \infty} \left[ \ell^* - P_s^{(\theta)} \right]' \Omega \left[ \ell^* - P_s^{(\theta)} \right] = \lim_{S \to \infty} \hat{\theta}^{S}_{T, 2S} \]

is minimized uniquely at \( \theta = \theta_0 \).

We translate this two-step estimator, which first estimates \( \ell^* \), then estimates \( \hat{\theta}^{S}_{T, 2S} \) using \( \ell^* \), into a one-step estimator. From Assumption 2 and equation 15, we have that,

**Proposition 3.**

\[ \hat{\theta}^{S}_{T} \equiv \arg \min_{\theta \in \Theta} \left( \begin{array}{c} \pi \\ x_s(\theta) \end{array} \right) - \left( \begin{array}{c} x_s(\theta) \\ x_s(\theta)^{(1,...,T-1)} \end{array} \right) \right)' \Omega \left( \begin{array}{c} \pi \\ x_s(\theta) \end{array} \right) - \left( \begin{array}{c} x_s(\theta) \\ x_s(\theta)^{(1,...,T-1)} \end{array} \right) \right] (17) \]

is equivalent to \( \hat{\theta}^{S}_{T, 2S} \)

**Proof.** The intuition is clear given the definitions of \( \ell^* \) and \( \hat{\theta}^{S}_{T, 2S} \). \( \ell^* \) is defined as the distribution of earnings surprise that balances being similar to the empirical distribution, \( \pi \) with having the smallest differences between bins (i.e., smoothness). Defining \( \hat{\theta}^{S}_{T, 2S} \), above, as the model-implied latent distribution closest to \( \ell^* \) is the same as applying the same criterion to \( x_s(\theta) \). So, \( \hat{\theta}^{S}_{T} \) is defined as the model-implied latent distribution of earnings surprises that is closest to the empirical distribution while also having the smallest differences between bins.
Figure 1: Benefits of Earnings Surprise

This figure presents a regression discontinuity plot of cumulative earnings announcement returns around EPS surprise. The running variable is $EPS_{Surprise}$, which is defined as realized earnings-per-share (EPS) minus analysts’ consensus EPS forecast, and the dependent variable is $CMAR^{3\text{day}}$, which is defined as three day cumulative market-adjusted returns. The scatterplot presents dots that correspond to the average $CMAR^{3\text{day}}$ within each $EPS_{Surprise}$ bin and two fitted polynomials in grey, which represent the best-fitting (both second degree) polynomials on either side of the EPS surprise cutoff of zero cents. The intersection of the fitted polynomials at $EPS_{Surprise} = 0$ represents our preferred discontinuity estimate of the benefits of meeting analysts’ consensus EPS forecast.
Figure 2: Fitted EPS Surprise Frequencies

This figure presents a regression discontinuity plot that corresponds to a McCrary [2008] test of manipulation of earnings-per-share (EPS) around analysts’ consensus earnings forecasts. The running variable is EPS Surprise, which is defined as reported earnings minus analysts’ consensus earnings forecast, and the dependent variable is the frequency of firm-quarter observations in each earnings surprise bin. The scatter-plot presents dots that correspond to the frequency of observations within each EPS Surprise bin and two fitted polynomials in grey, which represent the best-fitting (both sixth degree) polynomials on either side of the EPS surprise cutoff of zero cents. The intersection of the fitted polynomials at EPS Surprise = 0 represents our preferred diagnostic test statistic of the prevalence of earnings management around the zero earnings surprise cutoff.
This figure presents the empirical and latent distributions of earnings surprise, which is defined as the realized earnings-per-share (EPS) minus analysts’ consensus EPS forecast. The empirical distribution is estimated using a regression discontinuity approach (McCrary [2008]) which allows for a discontinuity in the frequencies of observations around the zero earnings surprise cutoff. The latent distribution is an output of our structural estimation that accounts for managers’ optimal manipulation decisions and trades off distance to the empirical distribution with smoothness. Panel A presents these distributions from -20 to 20 cents of earnings surprise, whereas Panel B presents them from -5 to 5 cents of earnings surprise.
**Figure 4: Cent Manipulation**

This figure presents the empirical distribution of earnings surprise, which is defined as the realized earnings-per-share (EPS) minus analysts’ consensus EPS forecast, between -5 and 5 cents of earnings surprise. The figures highlight the fraction of manipulating firms in each earnings surprise bin and the mean amount of manipulation that the manipulating firms choose in shades of red. Panel A presents manipulation across the empirical distribution manipulation and Panel B normalizes the empirical distribution to highlight the prevalence and amount of manipulation in each surprise bin.

(a) Manipulation by Bin

(b) Normalized Manipulation by Bin
Figure 5: Counterfactual Parameters

This figure contrasts the empirical distribution of earnings surprise, which is defined as the realized earnings-per-share (EPS) minus analysts’ consensus EPS forecast, between -20 and 20 cents of earnings surprise with counterfactual distributions of earnings surprise that arise by cutting each estimated structural parameter to 10% of its estimated value and then recalculating optimal manipulation. The dashed blue lines represent counterfactual empirical distributions and the solid red lines represent the empirical distribution. These counterfactuals provide intuition for the role of each cost function parameter in shaping earnings manipulation behavior. Panel A, B, C, and D present the counterfactuals of setting $\eta$, $\gamma$, $\psi^2$, and $\zeta$ to 10% of estimated values, respectively.
Table 1: Summary Statistics

This table presents summary statistics (i.e., mean, standard deviation, 25th percentile, median, and 75th percentile) of key characteristics used in our regression discontinuity tests to follow. We define $EPS\ Surprise$ as the difference in cents between a firm’s actual earnings per share and the consensus forecast, which we calculate as the average forecast across analysts. In cases in which an analyst makes multiple EPS forecasts during the forecast period, we include the latest forecast that precedes the earnings announcement so that our average incorporates one forecast for each analyst. $CMAR^{3\ day}$ is the three day cumulative market-adjusted return around the earnings announcement. The underlying data come from I/B/E/S and CRSP.

<table>
<thead>
<tr>
<th></th>
<th>Mean</th>
<th>SD</th>
<th>25%</th>
<th>Median</th>
<th>75%</th>
</tr>
</thead>
<tbody>
<tr>
<td>$EPS\ Surprise$</td>
<td>-0.05</td>
<td>7.29</td>
<td>-3</td>
<td>1</td>
<td>3</td>
</tr>
<tr>
<td>$EPS\ Surprise \geq 0$</td>
<td>62.43%</td>
<td></td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>$CMAR^{3\ day}$</td>
<td>0.55</td>
<td>8.33</td>
<td>-2.80</td>
<td>0.46</td>
<td>3.81</td>
</tr>
</tbody>
</table>
Table 2: The Benefits of Beating Earnings Benchmarks

This table presents regression discontinuity tests of three day cumulative earnings announcement returns around earnings benchmarks. The running variable is $EPS\ Surprise$, which is defined as realized earnings-per-share (EPS) minus analysts’ consensus EPS forecast, and the dependent variable is $CMAR^3_{day}$, which is defined as three day cumulative market-adjusted returns. We estimate the discontinuity in $CMAR^3_{day}$ at the cutoff $EPS\ Surprise = 0$. Columns (1) and (2) use global polynomial controls. Columns (3) and (4) use local linear controls with bandwidth restrictions of 10 bins. Robust standard errors are clustered at the firm level and are reported in parentheses. ***, **, * represent statistical significance at the 1%, 5%, and 10% levels, respectively.

<table>
<thead>
<tr>
<th></th>
<th>Global Polynomial</th>
<th></th>
<th>Local Linear</th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>(1)</td>
<td>(2)</td>
<td>(3)</td>
<td>(4)</td>
</tr>
<tr>
<td>$EPS\ Surprise \geq 0$</td>
<td>1.447**</td>
<td>1.514***</td>
<td>1.620***</td>
<td>1.733***</td>
</tr>
<tr>
<td></td>
<td>(0.168)</td>
<td>(0.198)</td>
<td>(0.148)</td>
<td>(0.179)</td>
</tr>
<tr>
<td>Fixed effects:</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Firm$</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>$Year-quarter$</td>
<td>X</td>
<td>X</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Polynomial degree</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>—</td>
<td>—</td>
<td>10</td>
<td>10</td>
</tr>
<tr>
<td>$R^2$</td>
<td>0.0241</td>
<td>0.0779</td>
<td>0.0209</td>
<td>0.0773</td>
</tr>
<tr>
<td>Observations</td>
<td>49,604</td>
<td>44,535</td>
<td>41,428</td>
<td>36,680</td>
</tr>
<tr>
<td>Bins</td>
<td>41</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
Table 3: Distributional Evidence of Manipulation Around Earnings Benchmarks

This table presents McCrary [2008] tests of manipulation of earnings-per-share (EPS) around analysts’ consensus earnings forecasts. The running variable is \( EPS\text{ Surprise} \), which is defined as reported earnings minus analysts’ consensus earnings forecast, and the dependent variable is the frequency of observations in each earnings surprise bin. We estimate the discontinuity in \( \pi_i \) at the cutoff \( EPS\text{ Surprise} = 0 \). Column (1) uses global polynomial controls and column (2) uses local linear controls with bandwidth restrictions. Robust standard errors are presented in parentheses. ***,**, * represent statistical significance at the 1%, 5%, and 10% levels, respectively.

<table>
<thead>
<tr>
<th>Dependent variable: ( \pi_i )</th>
<th>Global Polynomial (1)</th>
<th>Local Linear (2)</th>
</tr>
</thead>
<tbody>
<tr>
<td>( EPS\text{ Surprise} \geq 0 )</td>
<td>2.631*** (0.555)</td>
<td>2.322*** (0.992)</td>
</tr>
<tr>
<td>Polynomial degree</td>
<td>6</td>
<td>1</td>
</tr>
<tr>
<td>Bandwidth</td>
<td>—</td>
<td>10</td>
</tr>
<tr>
<td>( R^2 )</td>
<td>0.9899</td>
<td>0.8378</td>
</tr>
<tr>
<td>( Bins )</td>
<td>41</td>
<td></td>
</tr>
</tbody>
</table>
Table 4: Baseline estimates

This table presents our structural estimates as well as statistics regarding the percentage of manipulators (%manip), the expected amount of manipulation by manipulators (manip) and the fraction of manipulators shocked out of their target bin by noise (%noise). Standard errors are presented below each parameter estimate.

<table>
<thead>
<tr>
<th>Marginal cost</th>
<th>Curvature</th>
<th>Variance</th>
<th>Variance multiplier</th>
<th>%manip</th>
<th>manip</th>
<th>%noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>η</td>
<td>γ</td>
<td>ψ²</td>
<td>ζ</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>0.0161</td>
<td>2.0817</td>
<td>0.8201</td>
<td>3.7105</td>
<td>2.62%</td>
<td>1.21</td>
<td>59.6%</td>
</tr>
<tr>
<td>(0.0004)</td>
<td>(0.0517)</td>
<td>(0.0236)</td>
<td>(0.0941)</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>
**Table 5: Counterfactuals**

This table shows parameter estimates and manipulation statistics based on counterfactual simulations or alternative empirical distributions. The first row reproduces the baseline estimates for comparison purposes. The next four rows present the results of simulations which involve, one at a time, reducing the value of each parameter to 10% of its estimated value, then recalculating optimal manipulation behavior. The last two rows use alternative empirical distributions: *Reduce peak* takes the actual empirical distribution and reduces the peak found in the [0,1) cent bin by half relative to the [1,2) cent bin and *Kill peak* brings the frequency in the [0,1) bin all the way down to the frequency in the [1,2) cent bin.

<table>
<thead>
<tr>
<th></th>
<th>Marginal cost</th>
<th>Curvature</th>
<th>Variance</th>
<th>Variance multiplier</th>
<th>% Manip</th>
<th>% Manip</th>
<th>% Noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\eta$</td>
<td>$\gamma$</td>
<td>$\psi^2$</td>
<td>$\zeta$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.0161</td>
<td>2.0817</td>
<td>0.8201</td>
<td>3.7105</td>
<td>2.62%</td>
<td>1.21</td>
<td>59.6%</td>
</tr>
<tr>
<td>$\eta$ at 10%</td>
<td>0.0016</td>
<td>2.0817</td>
<td>0.8201</td>
<td>3.7105</td>
<td>12.6%</td>
<td>1.92</td>
<td>64.3%</td>
</tr>
<tr>
<td>$\gamma$ at 10%</td>
<td>0.0161</td>
<td>0.2082</td>
<td>0.8201</td>
<td>3.7105</td>
<td>9.45%</td>
<td>10.16</td>
<td>78.4%</td>
</tr>
<tr>
<td>$\psi^2$ at 10%</td>
<td>0.0161</td>
<td>2.0817</td>
<td>0.0820</td>
<td>3.7105</td>
<td>3.22%</td>
<td>1.23</td>
<td>6.9%</td>
</tr>
<tr>
<td>$\zeta$ at 10%</td>
<td>0.0161</td>
<td>2.0817</td>
<td>0.8201</td>
<td>0.3711</td>
<td>2.56%</td>
<td>1.29</td>
<td>57.8%</td>
</tr>
<tr>
<td>Reduce peak</td>
<td>0.0205</td>
<td>2.1867</td>
<td>0.8178</td>
<td>2.2439</td>
<td>1.91%</td>
<td>1.17</td>
<td>73.5%</td>
</tr>
<tr>
<td>Kill peak</td>
<td>0.0273</td>
<td>2.0523</td>
<td>1.1699</td>
<td>0.9738</td>
<td>1.36%</td>
<td>1.20</td>
<td>64.3%</td>
</tr>
</tbody>
</table>
Table 6: Estimation Robustness

This table shows parameter estimates and manipulation statistics for a range of alternative samples and estimation approaches. The first row replicates the baseline results from Table 4. The next three rows use narrower windows of earnings surprise when estimating the model inputs. The bottom three rows all use the baseline model inputs but vary features of the estimation procedure. First, we increase the weight on the closeness to the empirical distribution criterion by 10% and then we increase the weight on the smoothness criterion by 10%. The last row forces the variance multiplier parameter ($\zeta$) to be zero.

<table>
<thead>
<tr>
<th>Marginal cost</th>
<th>Curvature</th>
<th>Variance</th>
<th>Variance multiplier</th>
<th>%manip</th>
<th>manip</th>
<th>%noise</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\eta$</td>
<td>$\gamma$</td>
<td>$\psi^2$</td>
<td>$\zeta$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.0161</td>
<td>2.0817</td>
<td>0.8201</td>
<td>3.7105</td>
<td>2.62%</td>
<td>1.21</td>
</tr>
<tr>
<td>-15 to 15 cents</td>
<td>0.0157</td>
<td>2.2398</td>
<td>0.7761</td>
<td>3.8515</td>
<td>2.71%</td>
<td>1.15</td>
</tr>
<tr>
<td>-10 to 10 cents</td>
<td>0.0154</td>
<td>1.9381</td>
<td>0.7942</td>
<td>3.9199</td>
<td>2.84%</td>
<td>1.27</td>
</tr>
<tr>
<td>-5 to 5 cents</td>
<td>0.0167</td>
<td>2.0950</td>
<td>0.7599</td>
<td>4.1904</td>
<td>2.56%</td>
<td>1.19</td>
</tr>
<tr>
<td>Overweight empirical</td>
<td>0.0170</td>
<td>2.2847</td>
<td>0.7992</td>
<td>2.6322</td>
<td>2.45%</td>
<td>1.15</td>
</tr>
<tr>
<td>Overweight smoothness</td>
<td>0.0146</td>
<td>1.8871</td>
<td>0.7901</td>
<td>2.5761</td>
<td>3.11%</td>
<td>1.31</td>
</tr>
<tr>
<td>$\zeta = 0$</td>
<td>0.0211</td>
<td>2.0907</td>
<td>0.2983</td>
<td>0</td>
<td>2.29%</td>
<td>1.29</td>
</tr>
</tbody>
</table>
Table 7: Benefits Heterogeneity

This table presents parameter estimates and manipulation statistics for a range of ways of capturing heterogeneity and correlation with costs in the benefits function. The first row replicates the baseline results from Table 4. In the first set of alternative tests, we allow for heterogeneity in benefits. For the Normal rows, we assume that firms draw a random benefit that is normally distributed according to the mean and standard deviation of our preferred benefit estimate (Table 2, Column 1). For the Bernoulli rows, we assume that firms draw a random benefit that is either “high” or zero, with standard error as before, where “high” is set to keep the same mean benefit as in the baseline. In the second row for each distribution, we multiply standard errors on benefits by a factor of five. In the last four rows, we use the normally distributed benefits and allow for a correlation with costs of either 0.5 or -0.5 (and again with alternate specifications using inflated standard deviations).

<table>
<thead>
<tr>
<th></th>
<th>Marginal cost</th>
<th>Curvature</th>
<th>Variance</th>
<th>Variance multiplier</th>
<th>% manip</th>
<th>manip</th>
<th>% noise</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$\eta$</td>
<td>$\gamma$</td>
<td>$\psi^2$</td>
<td>$\zeta$</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Baseline</td>
<td>0.0161</td>
<td>2.0817</td>
<td>0.8201</td>
<td>3.7105</td>
<td>2.62%</td>
<td>1.21</td>
<td>59.6%</td>
</tr>
<tr>
<td>Normal</td>
<td>0.0148</td>
<td>2.1297</td>
<td>0.7600</td>
<td>4.5100</td>
<td>2.88%</td>
<td>1.19</td>
<td>57.5%</td>
</tr>
<tr>
<td>Normal (x5 s.e.)</td>
<td>0.0152</td>
<td>1.9273</td>
<td>0.8068</td>
<td>4.4838</td>
<td>2.85%</td>
<td>1.31</td>
<td>59.7%</td>
</tr>
<tr>
<td>Bernoulli</td>
<td>0.0153</td>
<td>1.9731</td>
<td>0.8045</td>
<td>3.4927</td>
<td>2.81%</td>
<td>1.27</td>
<td>60.1%</td>
</tr>
<tr>
<td>Bernoulli (x5 s.e.)</td>
<td>0.0151</td>
<td>2.0110</td>
<td>0.8004</td>
<td>3.0636</td>
<td>2.83%</td>
<td>1.28</td>
<td>59.6%</td>
</tr>
<tr>
<td>0.5 correlation</td>
<td>0.0153</td>
<td>2.0135</td>
<td>0.7930</td>
<td>4.4206</td>
<td>2.84%</td>
<td>1.23</td>
<td>59.3%</td>
</tr>
<tr>
<td>0.5 correlation (x5 s.e.)</td>
<td>0.0141</td>
<td>1.9505</td>
<td>0.8178</td>
<td>4.6580</td>
<td>3.20%</td>
<td>1.31</td>
<td>59.7%</td>
</tr>
<tr>
<td>-0.5 correlation</td>
<td>0.0160</td>
<td>2.2237</td>
<td>0.7945</td>
<td>3.5933</td>
<td>2.64%</td>
<td>1.16</td>
<td>58.9%</td>
</tr>
<tr>
<td>-0.5 correlation (x5 s.e.)</td>
<td>0.0173</td>
<td>2.1715</td>
<td>0.7854</td>
<td>4.2884</td>
<td>2.45%</td>
<td>1.19</td>
<td>58.8%</td>
</tr>
</tbody>
</table>
Table 8: Identifying Manipulators by Earnings Surprise Bins

This table illustrates the performance of various definitions of “suspect” bins on identifying manipulation. The second set of percentages weights manipulation by the amount of manipulation, i.e. a firm manipulating two cents gets twice the weight of a firm only manipulating one cent.

<table>
<thead>
<tr>
<th></th>
<th>[0, 1)</th>
<th>[0, 2)</th>
<th>[0, 3)</th>
<th>[−1, 1)</th>
<th>[−1, 2)</th>
<th>[−1, 3)</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Manipulating</td>
<td>11.0%</td>
<td>9.9%</td>
<td>8.1%</td>
<td>8.7%</td>
<td>8.5%</td>
<td>7.3%</td>
</tr>
<tr>
<td>% of Manipulators</td>
<td>53.1%</td>
<td>80.9%</td>
<td>86.4%</td>
<td>64.2%</td>
<td>92.0%</td>
<td>97.4%</td>
</tr>
<tr>
<td>% Manipulating (weighted)</td>
<td>12.8%</td>
<td>14.2%</td>
<td>12.4%</td>
<td>10.2%</td>
<td>12.1%</td>
<td>11.1%</td>
</tr>
<tr>
<td>% of Manipulators (weighted)</td>
<td>39.6%</td>
<td>77.3%</td>
<td>88.3%</td>
<td>48.3%</td>
<td>86.0%</td>
<td>97.0%</td>
</tr>
</tbody>
</table>
Table 9: SOX and the Cost of Earnings Management

This table shows how the costs of earnings management changed around SOX. The pre-SOX period is 1999-2001 and the post-SOX period is 2002-2004. $\Delta$ is the estimated discontinuity in the earnings distribution, estimated as in Table 3. $B$ is the benefit to meeting the analyst benchmark, estimated as in Table 2. $\eta$, $\gamma$, $\psi^2$ and $\zeta$ are the estimated parameters of the cost function. The final three rows describe the estimated equilibrium manipulation in each period.

<table>
<thead>
<tr>
<th></th>
<th>Pre-SOX</th>
<th>Post-SOX</th>
<th>Diff.</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\Delta$</td>
<td>4.196</td>
<td>3.012</td>
<td>-1.184</td>
<td>0.008</td>
</tr>
<tr>
<td>$B$</td>
<td>1.229</td>
<td>2.027</td>
<td>0.798</td>
<td>0.034</td>
</tr>
<tr>
<td>$\eta$</td>
<td>0.0097</td>
<td>0.0278</td>
<td>0.0181</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>$\gamma$</td>
<td>1.942</td>
<td>2.808</td>
<td>0.865</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>$\psi^2$</td>
<td>0.646</td>
<td>0.202</td>
<td>-0.444</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>$\zeta$</td>
<td>3.040</td>
<td>1.316</td>
<td>-1.724</td>
<td>&lt;0.0001</td>
</tr>
<tr>
<td>%manip</td>
<td>4.05%</td>
<td>2.61%</td>
<td>-1.44%</td>
<td>-</td>
</tr>
<tr>
<td>manip</td>
<td>1.29</td>
<td>1.06</td>
<td>-0.23</td>
<td>-</td>
</tr>
<tr>
<td>%noise</td>
<td>54.2%</td>
<td>16.0%</td>
<td>-38.1%</td>
<td>-</td>
</tr>
</tbody>
</table>